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Privacy-preserving Liveness Detection for
Securing Smart Voice Interfaces

Yan Meng, Jiachun Li, Haojin Zhu, Fellow, IEEE , Yuan Tian, and Jiming Chen, Fellow, IEEE

Abstract—Smart speakers are widely used as the primary user interface in intelligent systems, including smart homes and industrial
IoT. However, they are vulnerable to voice spoofing attacks which result in malicious command execution or privacy information
leakage. Passive liveness detection, which thwarts voice spoofing via analyzing the collected audio rather than deploying sensors to
distinguish between live-human and spoofing voices, has drawn increasing attention. But existing schemes either face performance
degradation under environmental factor changes or require the user to keep fixed gestures, which limit their deployment in real-world
scenarios. Besides, the space distributed property of smart speakers causes building a universal classifier for all involved users to be
cumbersome and increases privacy leakage issues. To address the challenges mentioned above, we propose LIVEARRAY, an efficient,
lightweight, and privacy-preserving passive liveness detection system. LIVEARRAY exploits a novel liveness feature, array fingerprint,
which utilizes the microphone array inherently adopted by the smart speaker to improve the accuracy of liveness detection.
LIVEARRAY’s further employs the federated learning-based architecture to reduce the dataset collection overhead during classifier
building and eliminate the potential privacy leakage during data transmission. Experimental results show that LIVEARRAY achieves an
accuracy of 99.16%, which is superior to existing passive schemes.

Index Terms—Liveness detection, voice interface, smart speakers, multi-channel audio.

✦

1 INTRODUCTION

SMART speakers enabling voice assistants play a crucial
role in current popular networking systems of artificial

intelligence (e.g., smart home, smart vehicle). Smart Speak-
ers not only serve as the hub communicating wireless smart
devices (e.g., smart lighter, smart locker, smart thermostat)
but also become the main user interface which allow users
to conduct various actions (e.g., remotely control devices,
query personal information, order ships online) as long
as the user’s voice can be heard. However, the inherent
broadcast nature of the voice channel unlocks a door for
adversaries to conduct voice spoofing attacks in which ma-
licious commands are injected into smart speakers. The
most representative attack is the replay attack [1] which
spoofs the voice interface via replaying the pre-collected
voice commands. Besides replay attacks, the smart speaker
is vulnerable to inaudible ultrasound-based attacks (e.g.,
Dolphin attack [2], BackDoor attack [3]) and emerging ad-
versarial attacks (e.g., hidden voice [4], CommanderSong [5],
user impersonations [6]) due to the hardware’s non-linearity
property and flaws in the speech processing algorithms.
Voice spoofing imposes severe safety issues (e.g., deliber-
ately turning on the smart thermostat [7]) and privacy risks
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(e.g., querying user’s schedule information) on the smart
speaker and therefore cause great concern.

Liveness detection has become the mainstream anti-
voice spoofing method. It is based on the prevalent fact:
voice commands in the spoofing attack are emitted by elec-
trical devices (e.g., high-quality loudspeaker [8], ultrasonic
dynamic speaker [2]) instead of the real human mouth mo-
tion. Existing liveness detection solutions could be divided
into multi-factor authentication and passive liveness detection
scheme. The former [9], [10], [11], [12], [13], [14] combines
the collected audio and additional physical quantity (e.g.,
acceleration [15], electromagnetic field [16], mm-Wave [17],
ultrasound [18], Wi-Fi [19]) to detect the machine-generated
voice spoofing without involving authentic human mouth
movement. However, to capture the liveness factor of a real
human, multi-factor authentication either requires the user
to carry specialized sensors (e.g., accelerator, magnetometer)
or actively emits probe signals (e.g., ultrasounds, wireless
signals), which adds additional burdens for users [20]. By
contrast, the passive scheme only leverages the audio data
collected by the smart speaker itself. Its key insight is that
the difference in articulatory manners between real humans
(i.e., vocal vibration and mouth movement) and electrical
machines (i.e., diaphragm vibration) will result in subtle but
significant differences in the collected audios’ spectrograms.
Passive schemes based on mono audio [21], [22] and two-
channel audio [23], [24] have already been proposed and
could be directly incorporated into the smart speaker’s
software level. Now, the passive scheme attracts increasing
attention due to its convenience and easy-deployment prop-
erties.

Although the passive scheme attracts increasing atten-
tion, it faces a series of challenges in efficiency, deployability,
and privacy, which seriously hinder its deployment, espe-
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cially in the IoT scenarios with distributed smart speakers.
(i) Efficiency challenge: passive schemes leveraging sub-bass
low-frequency area (20˜300 Hz in [23]) or voice area (below
10 kHz in [22]) of the mono audio spectrum as the liveness
factor are vulnerable to both the change of sound propaga-
tion channel and the spectrum modulated attack [8]. The
two-channel audio’s fieldprint-based scheme [24] requires
the user to keep a fixed manner to maintain its liveness
detection performance, thus, deploying it in many complex
scenarios (e.g., user walkings or gesture changes) is chal-
lenging. (ii) Training burden: the existing passive schemes
are designed following a centralized style in which several
users use only one smart speaker. For a system deploying
multiple smart speakers which are dispersed in space (e.g.,
an industrial IoT system with multiple smart speakers and
each smart speaker has a limited number of users), to train
the classifier which are effective for all users, training an
effective classifier for all users requires merging the authen-
tic and spoofing data collected by various smart speakers,
which is a cumbersome task. (iii) Privacy risk: in the scenario
with distributed smart speakers, training a uniform classi-
fier requires uploading the original voice data to the central-
ized platform (e.g., cloud), which inevitably causes privacy
leakage risks since the voice contains sensitive information
such as voice prints and sensitive commands.

Therefore, it is desirable to propose a novel passive
and distributed liveness detection scheme with the follow-
ing three merits. (i) Resilient to environmental changes: it
is robust to the dynamic sound propagation channel and
user’s movement. (ii) Light burden: for systems containing
distributed smart speakers, it does not require collecting and
processing audios from different smart speakers to generate
the classifier in a centralized manner. (iii) Privacy-preserving:
it ensures only non-sensitive elements are transmitted dur-
ing the whole liveness detection process.

Research motivations. To achieve a robust, lightweight,
and privacy-preserving passive liveness detection, in this
study, we propose LIVEARRAY, a microphone array-based
liveness detection framework. On the one hand, to improve
the detection accuracy, we leverage the observation that
mainstream smart speakers widely adopt microphone ar-
rays (e.g., Amazon Echo 3rd Gen [25] and Google Home
Max [26] have six microphones). Since the collected audio
has increased diversity among different channels due to
different positions of microphones in the array, LIVEARRAY
to extract a more useful liveness factor from it. On the
other hand, to light the burden on centralized collecting
training samples from various smart speakers and achieving
privacy-preserving, LIVEARRAY can leverage the federated
learning (FL) paradigm when building classifiers conducting
liveness detection tasks. In this paradigm, the individual
smart speaker has its classifier trained with the audios
from its corresponding users. The classifier then upgrades
its detection ability via communicating with classifiers of
other smart speakers. Only non-sensitive parameters are
transmitted during the classifier update, and the final live-
ness detection process is done locally. Thus the privacy
information related to the original voice samples will not
be leaked.

Technical challenges. In order to implement LIVEARRAY
in real-world scenarios, this study needs to address three

key challenges: (i) Theoretically, what is the advantage
of adopting a microphone array compared with a single
microphone? (ii) How to select the appropriate features
from the multi-channel audios and design an FL framework
suitable for distributed smart speakers are still changeable.
(iii) Considering that LIVEARRAY is the first to leverage the
microphone array and FL architecture for liveness detection,
how can we demonstrate its effectiveness and robustness?

To overcome the above three challenges, we first build a
sound propagation model and then leverage it to theoreti-
cally assess the impact of environmental factors (e.g., artic-
ulatory gesture, propagation path) on the collected audio’s
spectrum. Secondly, for the multi-channel audio collected by
the microphone array, we give a formal definition of array
fingerprint, which leverages the differences among different
channels’ data to eliminate the distortions caused by factors
including air channel and user’s position changes. Then,
for the IoT scenario with distributed smart speakers, we
design FL-based classifier training and a liveness detection
scheme. Finally, to evaluate the effectiveness of LIVEARRAY,
we collect and build an array fingerprint-based dataset
containing 38,720 multi-channel voices from 20 different
users. LIVEARRAY achieves the liveness detection accuracy
of 99.16% in our dataset and is robust to the various factors
(e.g., distance, angle, movement). We also compare LIVEAR-
RAY with existing passive schemes (i.e., CAFIELD [24], and
VOID [22]) on both our dataset and a third-party ReMasc
Core dataset [27]. The experimental results well demon-
strate that the performance of LIVEARRAY is superior to
existing schemes.

In summary, this study makes the following contribu-
tions:

• Novel system. Novel system. We design, implement,
and evaluate LIVEARRAY for thwarting voice spoof-
ing attacks. By only using audio collected from a
smart speaker, LIVEARRAY does not require the user
to carry any device or conduct additional action.
LIVEARRAY is suitable for real-world cases with dis-
tributed smart speakers and does not collect audio
from all users in a centralized and cumbersome way.

• Effective features and promising performance. We give
a theoretical analysis of principles behind passive
detection and propose a robust liveness feature: the
array fingerprint. Experimental results on both our
and third-party datasets show that LIVEARRAY out-
performs existing schemes. Experimental results on
both our dataset and a third-party dataset show
that LIVEARRAY outperforms existing schemes. This
novel feature enhances effectiveness and broadens
passive liveness detection application scenarios.

• Robust and privacy-preserving properties. We evalu-
ate multiple factors and demonstrate the robustness
of LIVEARRAY. Besides, with an FL-based scheme,
LIVEARRAY can preserve the sensitive information
of the user’s voice samples.

The rest of this paper is organized as follows. In Sec-
tion 2 and Section 3, we introduce the preliminaries of this
study and formulate the research problem respectively. In
Section 3.3, we propose the concept of the array fingerprint
and proof its advantages through both theoretical analysis
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Fig. 1. Voice command generation and propagation processes.

and experiments. We elaborate on the detailed design of
LIVEARRAY in Section 4, which is followed by evaluation,
discussion, and related work in Sections 5, 6, respectively.
Finally, we conclude this paper in Section 7.

2 PRELIMINARIES AND RELATED WORKS

This section introduces the necessary preliminaries related
to LIVEARRAY and reviews related research works.

2.1 Voice Spoofing Attacks Faced by Smart Speakers

For smart speakers widely deployed in networking systems
of artificial intelligence, they face threats from voice spoof-
ing attacks, which can be categorized into the following two
types.

Classical replay attack. In this attack, to fool the voice
assistance, the adversary collects the authentic user’s voice
command samples and then plays them back using a high-
quality loudspeaker [1]. Capturing the victim’s voice sam-
ples can be done in various ways, such as daily talking,
phone calls, and social engineering methods.

Advanced spoofing attack. Besides replay attacks, when
there is a limited number of victim’s voice samples, by lever-
aging the latest voice synthesized technique [1], [28], [29],
[30], [31], the adversary can spoof speech recognition and
speaker verification systems. For instance, the adversary can
leverage inaudible signals (e.g., ultrasonic and laser [2], [3],
[32], [33], [34]) or craft subtle noises into the audio (i.e.,
adversarial example attacks [4], [5], [6], [35], [36], [37], [38],
[39], [40] to spoof the voice interface without incurring the
victim’s perception [2], [3], [32], [33], [34]. Moreover, by
carefully modifying the spectrum of spoofing audio, the
modulated attack [8] proposed by Wang et al. demonstrates
the feasibility of bypassing existing mono audio-based pas-
sive liveness detection schemes [21].

Among various spoofing attack approaches, the replay
attack is the most effective since it preserves the most
comprehensive voiceprint, sounds natural, and requires no
cumbersome hardware configurations and software param-
eter fine-tuning. Thus, in the rest of this paper, we choose
the replay attack and its advanced variant (i.e., modulated
attack) as typical examples of voice spoofing attacks.

2.2 Voice Command Generation and Propagation

Before reviewing existing passive liveness detection
schemes, it is important to describe the generation and
propagation processes of authentic and spoofing voice com-
mands.

Voice command generation. Authentic and spoofing
voice commands are generated by the human or the electri-
cal device (i.e., loudspeaker, tablet, smartphone). As shown
in Fig. 1(a), when a user speaks a voice command, his/her
mouth and lips modulate the air to generate an authentic
voice. However, as illustrated in Fig. 1(b), the spoofing
command generation follows another procedure. In this
case, the adversary first collects the voice from the authentic
user using a microphone. Then, to enhance the attack ability,
the collected audio may be further processed (e.g., increasing
the volume or adding subtle adversarial examples). Finally,
the loudspeaker utilizes the electromagnetic field change to
vibrate the diaphragm. The movement of the diaphragm
suspends and pushes air to generate the sound wave corre-
sponding to the spoofing command.

Voice command propagation. After the voice command
is generated, the sound is transmitted to the microphone
of the voice interface. To achieve a better sound recording
performance, current smart speakers usually have a micro-
phone array (e.g., Amazon Echo 3rd Gen [25] and Google
Home Max [26] both have 6 microphones). As shown in
Fig. 1(c) and Fig. 1(d), for different microphones, the sound
propagation channels and the corresponding received au-
dios will be different. We take spoofing voice propagation
as an example. Given a loudspeaker, we denote the sig-
nal before voice generation as x(f, t), where f represents
the frequency and t is time. When x(f, t) spreads and is
collected by the first microphone M1, it undergoes two
parts of channel gains: hdev,M1

(f, t) and hair,M1
(f, t), where

hdev,M1
(f, t) represents the modulation gain during the

voice generation and hair,M1
(f, t) is the gain of the air

channel. The audio collected by M1 can be represented as
ydev,M1

(f, t) = x(f, t) ·hdev,M1
(f, t) ·hair,M1

(f, t). Then, for
the second microphone M2, due to the change of the audio
transmission path, the signal gains during the voice gener-
ation and sound transmission in the air will be changed as
hdev,m2(f, t) and hair,m2(f, t) respectively. Similarly, when
the authentic voice command is transmitted from the user
to the microphone M1, if the modulation gain from the
mouth motion and the air channel gain are denoted as
huser,M1

(f, t) and hair,M1
(f, t) respectively, the collected

audio can be represented as yuser,M1
(f, t) = x(f, t) ·

huser,M1
· hair,M1

(f, t)1. The audios collected by M2 can be
denoted as yuser,m2(f, t) = x(f, t) · huser,m2 · hair,m2(f, t).

Sound processing within the smart speaker. Since the
microphones equipped in the mainstream smart speakers
usually have a flat frequency response curve in the fre-

1. In the real-world scenario, there is no such x(f, t) during au-
thentic voice generation process. However, the concepts of x(f, t) and
huser,M1

(f, t) are widely used [21] and can help us understand our
motivations in Section 3.3.
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Fig. 2. Spectrums when the microphone locates at different locations.

quency area of the human voice, similar to existing stud-
ies [24], we assume the smart speaker saves the original
sensed audio data to an electrical signal. Finally, the speech
recognition module deployed in the smart home cloud (e.g.,
Amazon Echo, Google Home) or the local smart speaker
devices (e.g., CMUSphinx [41], Kaldi [42]) interprets the
collected audio to the voice command and further influences
the actions of smart devices.

2.3 Passive Liveness Detection Models
As illustrated in Fig. 1, given a microphone M1, the dif-
ferent sound generation principles between authentic hu-
man and electrical spoofing device result in two different
voice generation gains: huser,M1(f, t) and hdev,M1(f, t). The
different gains will be reflected in the collected authentic
and spoofing audios, which could be used to conduct pas-
sive liveness detection. Existing schemes are divided into
two categories: mono channel-based detection (e.g., Sub-
bass [21], VOID [22], Pop-based schemes [43], [44]) and dual
channel-based detection (i.e., CAFIELD [24]).

2.3.1 Mono Channel-based Detection
Principles. As shown in Fig. 1(c) and Fig. 1(d), if ignor-
ing the distortion in the sound signal transmission, the
air channel’s gain (e.g., hair,M1

(f, t)) could be considered
as a constant value A. Thus, audio samples received by
the first microphone M1 in authentic and spoofing attack
scenarios are yuser,M1

(f, t) = A · x(f, t) · huser,M1
(f, t) and

ydev,M1
(f, t) = A · x(f, t) · hdev,M1

(f, t), respectively. Since
A and x(f, t) are the same, it means that the spectrograms
of the received audio samples already contain the identity
of the audio source (i.e., the spoofing one contains the
modulation by the electrical device hdev1,M1

(f, t)). Fig. 2(a)
shows the spectrums of the voice command “OK Google”
and its spoofing counterpart. It’s observed that the sub-
bass spectrums (20-300 Hz) between two audio samples are
quite different even if they are deemed similar, and this
phenomenon is utilized by mono channel-based schemes
such as Sub-base [21].

Limitations. However, in a real-world environment, var-
ious factors (e.g., the surrounding object’s shape and mate-
rials, the sound transmission path, and the absorption coef-
ficient of air) affect both voice generation and air channel
gains. As illustrated in Fig. 1(c), when two microphones
have different positions related to the user, the received
audio yuser,M1

(f, t) and yuser,m2(f, t) would be different. It
is observed from Fig. 2(b) that the spectrums of authentic
and spoofing audio samples changes when putting the
microphone in another place.

2.3.2 Dual Channel-based Detection
Principles. The limitations of existing mono channel-based
detection described in Section 2.3.1 inspire the proposal of
dual channel-based detection. As illustrated in Fig. 1(c) and
Fig. 1(d), during the voice generation process, the sound
in different directions from the audio source will undergo
different modulation gains (e.g., huser,M1

(f, t) and huser,m2

when voice is transmitted from the mouth motion with dif-
ferent directions). Such a phenomenon will cause a unique
“sound field” around the audio source. Thus, by measuring
the field characteristics, it is feasible to induce the audio’s
identity (i.e., authentic or spoofing). CAFIELD is the typical
scheme that deploys two microphones to receive two audios
and defines the concept of “fieldprint” as:

FP = log(
y1(f, t)

y2(f, t)
), (1)

where y1(f, t) and y2(f, t) are audios collected by micro-
phone M1 and M2, respectively. According to sound prop-
agation analysis described in Section 2.2, the fieldprint of
the authentic audio FPuser derived from yuser,M1

(f, t) and
yuser,m2(f, t) can be written as:

FPuser = log
x(f, t) · huser,M1

(f, t) · hair,M1
(f, t)

x(f, t) · huser,m2(f, t) · hair,m2(f, t)

= log
huser,M1

(f, t)

huser,m2(f, t)
+ log

hair,M1
(f, t)

hair,m2(f, t)
.

(2)

Similarly, the fieldprint of the spoofing audio FPdev can
be written as:

FPdev = log
hdev,M1

(f, t)

hdev,m2(f, t)
+ log

hair,M1
(f, t)

hair,m2(f, t)
. (3)

Limitations. It is observed from equations 2 and 3
that fieldprint can be used for liveness detection since
the huser,M1

(f,t)

huser,m2(f,t)
and hdev,M1

(f,t)

hdev,m2(f,t)
behind AFuser and AFdev

respectively contain the audio’s identity. However, the ex-
istence of hair,M1

(f,t)

hair,m2(f,t)
reveals that measuring stable and

accurate fieldprint requires the position between the audio
source and the microphone pairs must be relatively stable.
For instance, CAFIELD only performs well when the user
holds a smartphone equipped with two microphones close
to the face in a fixed manner. The fieldprint struggles in
far distances (e.g., greater than 40 cm in [24]), making it
unsuitable for a home environment, in which users want
to communicate with the smart speaker at arbitrary location
in the room. This study aims to propose an effective and
robust feature for passive liveness detection.

3 DESIGN GOALS AND MOTIVATION

As illustrated in Fig. 3, this study considers an IoT system
with distributed smart speakers. Each smart speaker can
serve a fixed area with a limited number of users, and we
denote each area as a client. In real-world scenarios, a client
can be an individual smart home in a smart city network
or a voice-controlled factory floor in an industrial IoT sys-
tem. In this section, we define the threat model, introduce
the design requirements of LIVEARRAY, and elaborate on
the fundamental insight and motivations of our proposed
LIVEARRAY.
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3.1 Threat Model

In this study, we assume the attacker can conduct the
following two types of attacks:

Voice spoofing in the smart speaker’s inputs. Similar to
the previous works [21], [22], [24], as illustrated in Fig. 3,
the adversary is assumed to have already obtained the
victim’s audio samples and can remotely control the victim’s
audio device (e.g., smart TV, smartphone) to launch the
voice spoofing attack. In this study, we mainly investi-
gate how to leverage passive liveness detection to thwart
replay attacks since most of the existing voice biometric-
based authentication (human speaker verification) systems
are vulnerable to this kind of replay attack. We also study
LIVEARRAY’s performance in thwarting advanced attacks
such as modulated attacks [8] in Section 6.3.

Eavesdropping in the smart speaker’s communication.
In current systems such as smart home, as shown in Fig. 3,
most device action-related commands are generated and
delivered in the cloud server. We assume the adversary can
eavesdropping the channel between the server and individ-
ual smart home local networks and potentially obtain some
sensitive information (e.g., voice semantics, user voiceprint).
However, the cloud server and home networks are regarded
as secure, meaning no sensitive information can be insider
obtained by the adversary.

3.2 Design Requirements of LIVEARRAY

Considering the above-mentioned two attack interfaces,
LIVEARRAY is designed to satisfy the following require-
ments.

Efficient: compared with existing mono or dual channel-
based liveness detection schemes as mentioned in Sec-
tion 2.3, LIVEARRAY should achieve efficient and robust
performance in detecting voice spoofing attacks.

Lightweight: considering the users in each client may
change (e.g., a worker in an industrial IoT system is trans-
ferred from a voice-controlled factory floor to another),
LIVEARRAY should provide a uniform liveness detection
classifier for all users from all clients. Since the smart
speaker in each client has limited computational resources
and limited users, LIVEARRAY should rely on lightweight
features and require no cumbersome training sample collec-
tion procedures.

Privacy-preserving: during the whole liveness detec-
tion process, the sensitive information (e.g., semantics,
voiceprint) of the voice samples cannot be disclosed during
the traffic flow transmission between distributed local smart
home and the server.

x

y

𝑀𝑀1(𝑅𝑅, 0)

𝑀𝑀2𝑀𝑀3

𝑀𝑀4(−𝑅𝑅, 0)

𝑀𝑀5 𝑀𝑀6

𝑆𝑆(𝐿𝐿1, 0)𝑂𝑂(0,0)

𝜃𝜃 = 0∘
𝐿𝐿1 = 0.6 𝑚𝑚

𝑅𝑅 = 5 𝑐𝑐𝑚𝑚
0 2000 4000

Frequency (Hz)

-0.5

0

0.5

Dual channel-based feature
1

0 2000 4000

Frequency (Hz)

0.2

0.4

0.6

0.8

ALF feature

(a) θ is 0◦ and distance is 0.6 m.
y
𝑀𝑀1(0,𝑅𝑅)

𝑀𝑀2

𝑀𝑀3

𝑀𝑀4(0,−𝑅𝑅)

𝑀𝑀5

𝑀𝑀6

x𝑆𝑆(𝐿𝐿1, 0)

𝜃𝜃 = 90∘
𝐿𝐿1 = 0.6 𝑚𝑚

𝑅𝑅 = 5 𝑐𝑐𝑚𝑚

0 2000 4000

Frequency (Hz)

-1

-0.5

0

Dual channel-based feature

0 2000 4000

Frequency (Hz)

0.2

0.4

0.6

0.8

ALF feature

(b) θ is 90◦ and distance is 0.6 m.

x

y

𝑀𝑀4(𝑅𝑅, 0)

𝑀𝑀5𝑀𝑀6

𝑀𝑀1(−𝑅𝑅, 0)

𝑀𝑀2 𝑀𝑀3

𝑂𝑂(0,0) 𝑆𝑆(𝐿𝐿1, 0)

𝜃𝜃 = 180∘
𝐿𝐿1 = 0.6 𝑚𝑚

𝑅𝑅 = 5 𝑐𝑐𝑚𝑚
0 2000 4000

Frequency (Hz)

-1

-0.5

0

Dual channel-based feature

0.5

0 2000 4000

Frequency (Hz)

0.2

0.4

0.6

0.8

ALF feature

(c) θ is 180◦ and distance is 0.6 m.

x

y

𝑀𝑀1(𝑅𝑅, 0)

𝑀𝑀2𝑀𝑀3

𝑀𝑀4(−𝑅𝑅, 0)

𝑀𝑀5 𝑀𝑀6

𝑆𝑆(𝐿𝐿2, 0)𝑂𝑂(0,0)

𝜃𝜃 = 0∘
𝐿𝐿2 = 1.2 𝑚𝑚

𝑅𝑅 = 5 𝑐𝑐𝑚𝑚
0 2000 4000

Frequency (Hz)

-0.5

0

0.5

Dual channel-based feature
1

0 40002000
Frequency (Hz)

0.2

0.4

0.6

0.8

ALF feature

(d) θ is 0◦ and distance is 1.2 m.

Fig. 4. Two-channel and ALF features when putting the microphone
array and the audio source at different locations.

3.3 Motivation: Employing Microphone Array to Im-
prove Liveness Detection Performance

In this subsection, to achieve the design requirements of
liveness detection, we propose a novel, efficient, and robust
liveness detection feature named array-based liveness finger-
print (AFL). We elaborate on the rationale behind AFL by
answering the following questions. RQ1: is it feasible to
leverage the microphone array to obtain a stable feature
to characterize the identity of the audio source? RQ2: is
the collected feature (e.g., AFL) effective and robust for
conducting liveness detection? We answer these questions
by performing a series of experiments.

3.3.1 Definition of Array-based Liveness Fingerprint (ALF)

To answer the question RQ1, we utilize a smart speaker to
collect audio from a selected participant while rotating the
microphone array and changing its position. As shown in
Fig. 4, we build a Cartesian coordinate system to charac-
terize the scenario when audio signals are transmitted from
the source to the microphone array. Note that for simplicity,
we assume the audio source and microphones of the smart
speaker are located in the same plane, and we show the
experiments in Section 3.3.2 to validate the array finger-
print’s effectiveness in a more practical scenario. For a given
smart speaker with N microphones {M1,M2, · · · ,MN}, its
microphones are evenly distributed on a circle whose center
is denoted as the origin O. We assume the audio source (e.g.,
human or electrical machine) as a point located at the x axis
with the coordinate (L, 0), where L is the distance between
the source and origin. We also denote the included angle
between

−−−→
OM1 and x axis as θ. Given the k-th microphone

Mk, the collected audio data is denoted as yk(f, t).
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Fig. 5. Differentiating human voice from two spoofing devices via array
fingerprints under different propagation paths.

Existing passive liveness detection schemes are vulnerable
to environmental changes. From Section 2.3.1 and Fig. 2, it
is observed that changing the relative distance between the
microphone and audio source will cause non-linear distor-
tion of the microphone’s collected signal. Such distortion
makes mono channel-based detection schemes fragile to the
change of propagation path. For the dual channel-based
solution, it is observed from equations 2 and 3 that when the
positions of the microphone pair are not fixed (e.g., changing
the audio source’s location or rotating the microphone pair),
the extracted fieldprint will no longer be a stable value. To
illustrate this observation, as shown in Figs. 4(a), 4(b), and
4(c), we require the participant stays at (L1, 0) where L1

is 0.6 m while setting θ as 0◦, 90◦, and 180◦ respectively.
Then, the participant is required to stay as (L2, 0) where
L2 is 1.2 m and θ is 0◦ as shown in Fig 4(d). Fig 4 depicts
the fieldprints derived from microphones M1 and M4

2. It is
observed that dual channel-based features vary drastically
in the above-mentioned four scenarios.

Thus, to improve the effectiveness and robustness of the
passive liveness detection, inspired by the circular layout of
microphones in smart speakers as shown in Fig. 4, we define
the array-based liveness fingerprint ALF . For the audios
{y1(f, t), y2(f, t), · · · , yN (f, t)} from N microphones, ALF
is defined as below:

ALF = std([y1(f, t), y2(f, t), ..., yN (f, t)]). (4)

We apply equation 4 to the multi-channel audios col-
lected in the four cases illustrated in Figs 4(a), 4(b), 4(c),
and 4(d).3 It is observed from Fig 4 that compared with dual
channel-based feature, the array-based liveness fingerprint
is stable and resilient to the changes of environmental
factors, including both distance and angle. Therefore, our
experimental results validate our intuition that it is feasible
to leverage the microphone array to stably characterize the
audio’s identity.

3.3.2 Validation of Array Fingerprint
Besides the definition, to answer research question RQ2,
we further validate the effectiveness of the proposed array-
based liveness fingerprint via a series of real-world case
studies. In the experiment, the participant is required to
speak the command “Ok Google” at distances of 0.6 m and
1.2 m, respectively. We also conducted replay attacks via
smartphones and iPad (i.e., devices #8 and # 3 in TABLE 1).

2. The real process of extracting fieldprint is more complicated. Fig. 4
shows the basic principle following equation 1.

3. This array fingerprint is refined after extracting from equation 4.
The detailed calculation steps are described in Section 4.2.2.
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Fig. 6. System overflow of LIVEARRAY.

The normalized array fingerprints (i.e., FAF in Section 4.2.2)
are shown in Fig. 5. It is observed that the array-based
liveness fingerprints for the same audio sources are quite
similar, while array-based liveness fingerprints for different
audio sources are quite different. In summary, experimental
results demonstrate the array-based liveness fingerprint can
serve as a better passive liveness detection feature. This
motivates us to design an efficient, lightweight, and privacy-
preserving system which will be presented in the next
section.

4 THE DESIGN OF LIVEARRAY

Based on the proposed array fingerprint with other auxiliary
features, we propose LIVEARRAY, a robust, efficient, and
privacy-preserving liveness detection system. As illustrated
in Fig. 6, LIVEARRAY consists of the following modules:
Data Collection Module, Feature Extraction Module, and FL-
based Detection Module. In this section, we will elaborate on
the details of each module in LIVEARRAY.

4.1 Data Collection Module

To record the voice command with multiple channels from
which the array fingerprint can be extracted, LIVEARRAY
utilizes a microphone array. Most popular commercial voice
assistances (e.g., Amazon Echo and Google Home) and some
open modular development boards with the voice interface
have built-in microphone arrays. In this study, we choose
the development board (i.e., Matrix Creator [45] and Seeed
Respeaker [46]) since most commercial smart speakers do
not provide a user interface for obtaining raw audio due
to intelligent property concerns. However, since these de-
velopment boards have similar sizes to commercial voice
assistance, implementing LIVEARRAY on the above devices
can be applied to commercial voice assistance without any
notable hardware alteration.

For a IoT system (e.g., smart home, industrial control
system), when there is a voice command, its smart speaker
with N microphones and a sample rate of Fs, it starts to
record the voice sample lasting for T seconds. The collected
audio is denoted as VM×N , where M = Fs × T and we
let Vi be the i-th channel’s audio V (:, i). Besides, as shown
in Fig. 6, when there are K clients (e.g., home, laboratory)
deploying LIVEARRAY, for the j-th client Cj , Aj known
voice samples will be collected for training the liveness
detection classifier as described in Section 4.3 and we denote
them as Dj . Finally, the voice commands Vtarget for liveness
detection and training dataset D = {D1, D2, · · · , DK} are
transmitted to the next module.
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4.2 Feature Extraction Module
In this module, for a given collected multi-channel audio V ,
LIVEARRAY first conduct pre-processing on each channel’s
signal and then extract three features (i.e., Array Fingerprint
Feature FAF , Spectrogram Distribution Feature FSD and Chan-
nel LPCC Feature FLP ) for further liveness detection.

4.2.1 Data Pre-processing
To facilitate the feature extraction process, LIVEARRAY
conducts two-step pre-processing on the collected audio
V = {V1, V2, · · · , VN}.

Frequency analysis on multi-channel audio data. It
is observed from Section 3.3 that the audio spectrogram
consists of effective features which can reveal the user
identity (i.e., real human or spoofing device). The Short-
Time Fourier Transform (STFT) is performed to generate the
spectrograms of each channel’s audio signal. For the i-th
channel’s audio Vi, which contains M samples, LIVEARRAY
applies a Hanning window to separate the signals into small
chunks with lengths of 1024 points and overlapping sizes
of 728 points. Finally, a 4096-sized Fast Fourier Transform
(FFT) is performed for each chunk and a spectrogram Si is
obtained as shown in Fig. 7(a).

Direction detection. Given a collected audio VM×N ,
to determine the microphone closest to the audio source,
LIVEARRAY firstly applies a high pass filter with a cutoff
frequency of 100 Hz to VM×N . Then, for the i-th mi-
crophone Mi, LIVEARRAY calculates the alignment errors
Ei = mean((V (:, i − 1) − V (:, i))2) [47]. Finally, from the
calculated E = {E1, E2, · · · , EN}, the microphone with
minimum alignment error is selected as the corresponding
microphone.

4.2.2 Spectrogram Array Feature
After transmitting the N channels’ audio data V =
[V1, V2, ..., VN ] into the spectrogram S = [S1, S2, . . . , SN ],
LIVEARRAY exploits the array fingerprint which is proposed
in Section 3.3 to extract the identity of the audio source.
To reduce the computation overhead, for Sk with size
Ms × Ns, we discard the components in which frequency
is larger than the cutoff frequency fAF . We empirically
set fAF as 5 kHz in this study. The resized spectrograms
are represented as Spec = [Spec1, Spec2, ..., Speck], where
Speck = Sk(: Mspec, :). In this study, LIVEARRAY sets the
sampling rate Fs as 48kHz and the FFT points Nfft as 4096,
then the Mspec is calculated as fAF×Nfft

Fs
= 426.

Fig. 7(a) illustrates resized spectrograms of three chan-
nels (i.e., Spec1, Spec3, and Spec5 from the first, third,
and fifth microphones respectively) of the command ”OK
Google”. It is observed that different channels’ spectrograms
are slightly different. For instance, the values in the red
rectangles are different.

After visualizing the audio information, LIVEARRAY cal-
culates the array-based liveness fingerprint from the spec-
trogram Spec according to equation 4. Before calculating, to
show the obvious differences between different Speci, we
re-sample the Speci with the size Mspec×Ns to the Gi with
size MG×NG, where MG and NG are empirically set to 100
and 20 respectively. Then, FG has the same size as Gi (i.e.,
MG ×NG, and the elements of FG can be represented as:

FG(i, j) = std([G1(i, j), G2(i, j), ..., GN (i, j)]). (5)
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Fig. 7. Illustration of array fingerprint feature FAF extraction.

It is observed in Fig. 7(b) that FS containing NG

chunks, which is calculated from spectrograms. However,
the FG(:, i) varies in different time chunks. It is caused by
the different articulatory gestures when pronouncing dif-
ferent phonemes. In order to overcome this issue, LIVEAR-
RAY leverages the phenomenon that even though different
phonemes contain different gestures, there are common
components over a long duration of time. Thus, LIVEARRAY
averages the FS in the time domain. The average result FS

is shown in Fig. 7(b). Finally, LIVEARRAY performs a 5-point
moving average and normalization on FS to remove noise
and generate the spectrogram array fingerprint FAF .

To show the effectiveness of the FAF feature generation
process, we present a simple demonstration in Fig. 7(c). In
the experiment, three voice commands (e.g., “OK Google”,
“Turn on Bluetooth”, “Record a video”) are evaluated. Dis-
tances between the speaker and microphone array are set
as 0.6 m and 1.2 m in the first two commands and the
last command, respectively. In Fig. 7(c), it is revealed that
the different commands can show a similar array-based
liveness fingerprint. Moreover, the characteristic differences
in features can be clearly shown between authentic and
spoofing audio. Finally, since LIVEARRAY should be in low
time latency for the response, the feature is required to
be lightweight. Thus, the FAF is re-sampled as NSA point
length. In this study, NSA is set as 40 empirically.

4.2.3 Spectrogram Distribution Feature
As analyzed in Section 2.3, the audio source also provides
useful information, which contains the user identity. As
a result, we also extract another fingerprint called FSD

for liveness detection. For a spectrogram Sk from the k-
th channel, a NG-dimension vector Chk is calculated as
Chk(i) =

∑Mspec

j=1 Sk(j, i). For detail, Mspec and NG are
set as 85 and 20 respectively. Note that, When calculating
FSDP , the cutoff frequency is set as 1 kHz. The reason is
that most human voice frequency components are located
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Fig. 8. Spectrogram distributions between authentic human and spoof-
ing device.

in the 0˜1 kHz range. The corresponding MSpec is calculated
as 85 under the the parameters in Section 4.2.2. Considering
the audio with N channels, the channel frequency strength
is generated as Ch = [Ch1, Ch2, ..., ChN ] .

Fig. 8 shows channel frequency strengths Ch1 and
Ch4 of first and fourth channels from both authentic and
spoofing audios. The results reveal obvious differences
between the audio collected by the real human and the
spoofing device Thus, channel frequency strengths Ch
are averaged and re-sampled by LIVEARRAY. The length
is set as NCh as the first component of FSD. Specifi-
cally, the averaged value of Ch is calculated as Ch(i) =
mean([Ch1(i), Ch2(i), ..., ChN (i)]), while NCh is set as 20.
It is observed that in the same audio, it is reflected in Ch
that differences in each channel between magnitudes and
distributions still exist. The cumulative distribution function
Cumk is designed to characterize the distribution of Ch, for
Chk from the k-th channel. Then, LIVEARRAY determine
the indices µ to split Cumk uniformly. As for the results
in Fig. 8, the k-th channel is divided into 6 bands. And
LIVEARRAY sets the Thr = [0.1, 0.3, 0.5, 0.7, 0.9]. Besides,
the index µ(k, i) of the i-th Thr for Chk is required to satisfy
the following condition:

Cumk(µ(k, i) ≤ Thri ≤ Cumk(µ(k, i) + 1). (6)

After generating indices µ with the dimension of N × 5,
LIVEARRAY utilizes the mean value Dmean and standard
deviation Dstd from different channels as extra feature to
optimize the performance. The two variable are both vectors
with the length of 5, which is calculated as Dmean(i) =
mean(µ(:, i)) and Dstd(i) = std(µ(:, i)). Finally, the spec-
trogram distribution fingerprint FSD is generated as FSD =
[Ch,Dmean, Dstd] and Fig. 8 illustrates FSD from authentic
and spoofing audios.

4.2.4 Channel LPCC Features

The channel Linear Prediction Cepstrum Coefficients
(LPCC) feature FLP is set as the last feature of LIVEARRAY.
As each channel has unique physical properties, retaining
the LPCC containing the audio characteristics can improve
the detection performance. For audio signal yk(t) collected
by microphone Mk, LIVEARRAY calculates the LPCC with
the order p = 15. To optimize the time overhead spent
on extracting FLP , LIVEARRAY only preserves the LPCCs
from audios in these two channels (Mi,Mmod(i+N/2,N)).
Mi is the closet microphone, which is determined in Sec-
tion 4.2.1. Finally, the final feature vector is generated
X = [FSA, FSD, FLP ].

4.3 FL-based Detection Module

Finally, in a distributed IoT scenario with K clients, after
extracting the feature vector from the audio input, LIVEAR-
RAY utilizes a federated learning (FL) classification model
to conduct the liveness detection task. As shown in Fig. 6,
the FL architecture consists of K clients and a remote
server. Each client represents an individual group using the
smart speaker (e.g., users in a smart room, workers in an
intelligent laboratory), and a lightweight feed-forward back-
propagation neural network is trained by the remote server.
This module contains two phases as follows:

Classification model building phase. For the i-th client
Ci with several users, before launching liveness detection,
it should provide a dataset Di which contains audio com-
mands and their corresponding identity labels (i.e., authen-
tic or spoofing). These datasets D = {D1, D2, · · · , DK}
from K clients C = {C1, C2, · · · , CK} are then utilized
for training the classification model. In the FL scenario, the
training procedure consists of a total of Niter iterations.
During each iteration, each client trains the model locally,
and the server aggregates the global model. Note that the
local models in all clients and the global model in the server
have the same architecture, in which three hidden layers
with rectified-linear activation (layer sizes: 64, 32, 16) are
selected, and the dropout ratio is set as 0.2.

More specifically, in the t-th iteration, before training, the
server sends the global model Gt−1 trained in the (t − 1)-
th iteration to each client. Then, for the k-th client Ck,
it trains its local model based on the initial model Gt−1

and the local dataset Dk. The local model trained by Ck

is represented as Lt
k, and Ck only uploads the update of

model parameters W t
k = Lt

k − Gt−1 to the server. The
server receives W t = W t

1 ,W
t
2 , · · · ,W t

K from K clients and
aggregates them into the model GNiter in the t-th iteration
following the equations below:

Gt = Gt−1 +
K∑

k=1

nk ·Wkt

n
, (7)

nk = ||Dk||, (8)

n =
K∑

k=1

nk, (9)

where nk is the size of the k-th training dataset, and n is
the sum of n1, n2, · · · , nK . The generated global model Gt

is assigned to each client for the next iteration of training.
Finally, after Niter iterations, LIVEARRAY obtains the final
classifier GNiter for liveness detection.

Liveness detection phase. For a given client, when
presented with a new voice command, after generating the
features following the steps in Section 4.2, it leverages the
final model GNiter to conduct the liveness detection task. It
is important to note that during both the model building and
liveness detection phases, no raw audio data or extracted
features are transmitted from any client to the server. As a
result, the privacy information related to the audio can be
preserved and protected.
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Fig. 9. Microphone arrays in evaluations.

TABLE 1
Loudspeaker used for generating spoofing attacks.

No. Type* Manufacture Model Size (L*W*H in cm)
1 LS Bose SoundLink Mini 5.6 x 18.0 x 5.1
2 T Apple iPad 6 24.0 x 16.9 x 0.7
3 T Apple iPad 9 24.0 × 16.9 × 0.7
4 LS GGMM Ture 360 17.5 × 10.9 × 10.9
5 S Apple iPhone 8 Plus 15.8 x 7.8 x 0.7
6 S Apple iPhone 8 13.8 × 6.7 × 0.7
7 S Apple iPhone 6s 13.8 × 6.7 × 0.7
8 S Xiaomi MIX2 15.2 × 7.6 × 0.8
9 LS Amazon Echo Dot (2nd Gen) 8.4 × 3.2 × 8.4

10 LP Apple MacBook Pro (2017) 30.4 × 21.2 × 1.5
11 LS VicTsing SoundHot 12.7 x 12.2 x 5.6
12 LS Ultimate Ears Megaboom 8.3 x 8.3 x 22.6
13 LS Amazon Echo Plus (1st Gen) 23.4 x 8.4 x 8.4
14 S Xiaomi Mi 9 15.8 × 7.5 × 0.8

* LS = Loudspeaker, T=Tablet, S=Smartphone, LP=Laptop.

5 EVALUATIONS

5.1 Experiment Setup

Hardware setup. In this study, to collect multi-channel
audios, we employ two open modular development boards
(i.e., Matrix Creator and Seeed Respeaker Core v2) as shown
in Fig. 9. The microphone numbers in Matrix and Respeaker
are 8 and 6, respectively. We set the sampling rate of audio
recording as 48 kHz. Note that we do not choose commercial
smart speakers, including Google Home and Amazon Echo
since they do not provide interfaces for developers to obtain
the audio files. However, our LIVEARRAY can be applied to
these devices since they are similar to the chosen devices
(e.g., the radiuses of Matrix and Respeaker are 5.4 cm and
4.7 cm, respectively). For the spoofing device, we employ
14 different electrical devices with various sizes and audio
qualities whose detailed parameters (e.g., manufacturing,
model, and size) are shown in TABLE 1.
Data collection procedure. In this study, we recruited 20
participants to provide multi-channel audio data. Among
them, 2 participants are female (User #3 and #13), and 18
participants are male, with ages ranging from 18 to 32.
The data collection procedure consists of two phases: (i)
Authentic Audio Collection: In this phase, each participant
speaks 20 different voice commands as listed in TABLE 2.
The experimental session can be repeated multiple times
by each participant. We pre-defined four distances (i.e., 0.6
m, 1.2 m, 1.8 m, 2.4 m) between the microphone array and
the participant, and they can choose any of these distances
in each session. For the speaking behavior, we asked the
participants to speak the commands naturally without spec-
ifying any fixed speed or tone. (ii) Spoofing Audio Collection:
In this phase, following the approach adopted in previous
works [22], [24], [48], after collecting the authentic voice
samples, we used the spoofing devices listed in TABLE 1 to
automatically replay the samples without involving the par-

ticipants. When replaying a voice command, the electrical
device is placed at the same location as the corresponding
participant. Note that, during the spoofing audio collection
phase, the noise level is set to be below 30 dB.
Dataset description. After finishing experiments, we utilize
pyAudioAnalysis tool to split the collected audio into mul-
tiple voice command samples.4 After removing incorrectly
recognized samples, we get a dataset containing 32,780
audio samples. We refer to this dataset as MALD dataset
and utilize it to assess LIVEARRAY.5 The details of MALD
dataset are shown in TABLE 3. Note that, to simulate the
distributed environment, 20 participants are divided into
six groups, and each group represents an individual client
in the federated learning. For instance, in the client #3, there
are four users (#4, #5, #6, #8) who provide 2,305 authentic
samples at three different positions (i.e., the distance of 0.6
m, 1.2 m and 1.8 m) and we utilize these collected samples
with three spoofing devices (i.e., iPad 9, Ture 360, MIX 2) to
generate 6,415 spoofing samples.
Training procedure. As mentioned in Section 4.3, LIVEAR-
RAY needs to be trained with audio samples before detecting
spoofing attacks. When evaluating the overall performance
of LIVEARRAY on the collected MALD dataset in Section 5.2,
we perform the two-fold cross-validation. In each fold (i.e.,
training procedure), half samples from each client are ran-
domly chosen to train a classifier, and the validation dataset
proportion is set as 20%. When considering the FL-based
scenario, we set the round time between client and server
as 20, and the local iteration time is 100. When evaluating
the impact of other factors as shown in Section 5.3 and
Section 6.1, the training procedure depends on the specific
experiment, and we show the training dataset before pre-
senting the evaluation results.
Evaluation metrics. Similar to previous works [19], [22],
[24], in this study, we choose accuracy, false acceptance rate
(FAR), false rejection rate (FRR), true rejection rate (TRR),
and F1 score as metrics to evaluate LIVEARRAY. The accu-
racy means the percentage of the correctly recognized sam-
ples among all samples. FAR represents the rate at which a
spoofing sample is wrongly accepted by LIVEARRAY, and
FRR characterizes the rate at which an authentic sample is
falsely rejected. F1 score provides a balanced view of the
performance of LIVEARRAY. Note that, when calculating
the F1-score, we regard authentic and spoofing samples as
positive and negative, respectively.
Ethics consideration. The experiments are under the ap-
proval of the institutional review board (IRB) of our insti-
tutions. During the experiments, we explicitly inform the
participants about the experimental purpose. Since only the
voice data are collected and stored in an encrypted dataset,
there is no health or privacy risk for the participant.

5.2 Performance of LIVEARRAY

5.2.1 Overall performance.
When evaluating LIVEARRAY on our own MALD dataset,
we choose two-fold cross-validation, which means the train-
ing and testing datasets are divided equally. LIVEARRAY

4. PyAudioAnalysis: https://pypi.org/project/pyAudioAnalysis/.
5. MALD is the abbreviation of “microphone array-based liveness

detection”.
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TABLE 2
20 Voice Commands in Evaluations.

(1) OK Google. (2) Turn on Bluetooth. (3) Record a video. (4) Take a photo. (5) Open music player. (6) Set an alarm for 6:30 am.
(7) Remind me to buy coffee at 7 am. (8) What is my schedule for tomorrow? (9) Square root of 2105? (10) Open browser.
(11) Decrease volume. (12) Turn on flashlight. (13) Set the volume to full. (14) Mute the volume. (15) What’s the definition of transmit?
(16) Call Pizza Hut. (17) Call the nearest computer shop. (18) Show me my messages.
(19) Translate please give me directions to Chinese. (20) How do you say good night in Japanese?

TABLE 3
Detailed information of MALD dataset.

Client
#

User # # Authentic
Samples

# Spoofing
Samples

Distance (m) Spoofing Devices

1 1, 7 1200 3600 0.6, 1.2, 1.8 SoundLink Mini, iPad 6, iPhone 8 Plus
2 2, 3 1133 1983 0.6, 1.2, 1.8 Ture360, iPhone 6s, iPad9
3 4, 5, 6, 8 2305 6415 0.6, 1.2, 1.8 iPad9, Ture360, MIX2
4 9, 10, 11, 12 3211 3198 0.6, 1.2, 1.8, 2.4 Echo Plus (1st Gen)
5 13, 14, 15, 16, 17, 18 1191 4577 1.8 iPad9, Mi 9, Echo Plus (1st Gen)

6 19, 20 1201 2765 0.6, 1.2, 1.8 iPhone 8, Echo Dot (2nd Gen),
MacBook Pro (2017), SoundHot, Megaboom

TABLE 4
Per-client breakdown analysis.

Client C1 C2 C3 C4 C5 C6

Accuracy (%) 99.69 99.03 98.59 99.20 99.48 99.06
FAR (%) 0.35 0.25 1.22 0.54 0.52 1.19
FRR (%) 0.18 2.69 1.82 1.28 0.54 0.00

F1-score (%) 99.39 98.35 97.80 98.86 99.23 97.78

achieves the detection accuracy of 99.16% and the F1-score
of 98.66%. More specifically, for all 32,780 samples, the
overall FAR and FRR are only 0.66% (i.e., 149 out of 22,539
spoofing samples are wrongly accepted) and 1.22% (i.e.,
125 out of 10,241 authentic samples are wrongly rejected)
respectively. The results show that LIVEARRAY is highly
effective in thwarting spoofing attacks.

For the aspect of time overhead, when performing live-
ness detection on a desktop with Intel i7-7700T CPU and
16 GB RAM, the average time overhead on 6-channel and
8-channel audios are 0.12 seconds and 0.38 seconds, respec-
tively, which is acceptable in real-world scenarios.

To assess LIVEARRAY’s ability on different clients in the
FL scheme, TABLE 4 shows the liveness detection results,
including accuracy, FAR, FRR, and F1-score of each client.
It is observed that the performance of LIVEARRAY varies
slightly among different clients. For instance, the FAR varies
from 0.54% in client #5 to 1.22% in client #3 and the FRR
varies from 0 in client #6 to 2.69% in client #2. However,
even in the worst cases (i.e., client #3 and #6), the lowest
detection accuracy and F1-score are still at 98.59% and
97.78% respectively, which demonstrate the effectiveness of
LIVEARRAY in the FL scenario.

5.2.2 Comparison with centralized and previous works.
Comparison with centralized scheme. LIVEARRAY is de-
signed for the scenario in which multiple clients have ge-
ographically diverse locations and do not want to share
any original voice samples. However, some smart speakers
(e.g., Amazon Alexa) employ the centralized architecture
in which the user’s voice samples are transmitted and
processed in the cloud-driven by powerful hardware. To
evaluate the performance of LIVEARRAY in the centralized

scenario, we conduct the two-fold cross-validation on the
MALD dataset. Note that, to simulate the centralized sce-
nario, voice samples from different clients are merged as one
in the training procedure. The liveness detection accuracy
and F1-score are 99.84% and 99.74%, respectively. Compared
with the centralized scheme, when choosing the FL model,
LIVEARRAY can achieve the privacy-preserving property
with an acceptable cost of performance degradation (e.g.,
the accuracy of 99.16% in FL compared with 99.84% in the
centralized scheme).
Comparison with other passive liveness detection fea-
tures. There are other passive liveness detection schemes
such as VOID [22], CAFIELD [24], Pop noise-based
schemes [43], [44], EarArray [49], and Machine-induced
Audio Detection [50]. To demonstrate the superiority of the
microphone array-based features utilized by LIVEARRAY,
we compare our feature with existing features, including
the mono audio-based feature utilized by VOID [22] and the
two-channel audio-based feature adopted by CAFIELD [24].6

To eliminate the potential bias in our collected MALD
dataset, we also exploit a third-party dataset named Re-
Masc Core which contains 12,023 voice samples from 40
different users.7 Note that since the schemes VOID and
CAFIELD and the dataset ReMasc are not developed in the
distributed scenario, the evaluations are conducted in the
centralized scenario. We re-implement mono audio-based
scheme VOID [22] and two-channel audio-based scheme
CAFIELD [24]. As shown in TABLE 5, since MALD dataset
is collected in the indoor smart home environment and
ReMasc is collected in both indoor, outdoor, and vehicle
environments, the detection accuracy varies among these
two datasets. However, the feature utilized by LIVEARRAY
is superior to previous works in both datasets. Especially
for the ReMasc Core dataset in which only half of the
audio samples are collected in the indoor environment,

6. EarArray to defend against ultrasonic-based attacks (e.g., dolphin
attacks [2]), but it is not designed to detect spoofing audios with human
voice frequency. [50] requires a deep learning model which violates
the lightweight requirement described in Section 3.2. Thus, we only
compare LIVEARRAY with VOID and CAFIELD.

7. We only consider the 12,023 audio samples collected by circular
microphone arrays in the ReMasc Core dataset.
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TABLE 5
Detection accuracy among different features in the centralized scenario.

Liveness feature Dataset
MALD dataset ReMasc dataset

Microphone array 99.84% 97.78%
Mono feature 98.81% 84.37%
Two-channel 77.99% 82.44%

TABLE 6
Performance when changing the training distance.

Training position (m) 1.2 1.8 2.4 ALL
Accuracy (%) 99.25 99.37 97.72 98.78
F1-score (%) 99.25 99.38 97.77 98.79

LIVEARRAY’s feature is the only one that achieves an ac-
curacy above 98.25%. The two-channel-based feature gets
relatively low performance on both the MALD dataset and
ReMasc dataset. It is quite natural since CAFIELD claimed
it needs the user to hold the device with fixed gestures
and short distances. In summary, these results demonstrate
that compared with mono audio-based and two-channel-
based features, exploiting microphone array-based feature
achieves superior performance in the liveness detection
task.

5.3 Impact of Various Factors on LIVEARRAY

In this subsection, we evaluate the impact of various factors
(i.e., distance, direction, user movement, spoofing device) on
LIVEARRAY.
Impact of changing distance. To evaluate the performance
of LIVEARRAY on a new distance, we recruit four partici-
pants to attend experiments at three different locations (i.e.,
1.2 m, 1.8 m, 2.4 m). We collect 2,403 authentic and 2,395
spoofing audio samples. For a given distance, the classifier is
trained with audios at this distance and tested on audios at
other distances. Note that, to satisfy the FL-based scenario,
four users are regarded as four different clients. As shown
in TABLE 6, compared with the performance in Section 5.2,
LIVEARRAY’s performance undergoes degradation when
the audio source (i.e., the human or the spoofing device)
changes its location. For instance, the F1-score when training
at positions 1.2 m, 1.8 m, and 2.4 m are 99.25%, 99.38%,
and 98.79%, respectively. However, LIVEARRAY achieves an
overall detection accuracy of 98.78%, which demonstrates
LIVEARRAY is robust to the training distance. This result
also conforms to our motivation examples described in
Section 3.3.
Impact of changing direction. In Section 5.1, when collect-
ing audio samples, most participants face the smart speaker
while generating voice commands. To explore the impact
of the angles between the user’s face direction and the
microphone array, we recruit 2 participants to additionally
collect authentic voice samples in four different directions
(i.e., front, left, right, back) and then the spoofing device #8
in TABLE 1 is utilized to generate spoofing audios. During
data collection, a total of 5 microphone array devices are
deployed and each device is regarded as a client in the FL.
As shown in TABLE 7, we collect 5,187 authentic samples
and 4,732 spoofing samples. Then, we train the classification

TABLE 7
Performance under different directions.

Direction Front Back Left Right ALL
Training authentic # 1988 1000 1004 1195 5187
Training spoofing # 1882 932 947 971 4732

Accuracy (%) 98.63 98.70 99.37 99.20 99.00
F1-score (%) 98.72 98.74 99.40 99.22 99.04

FAR (%) 2.91 0.18 0.66 0.56 0.96
FRR (%) 0.00 2.32 0.60 1.03 1.05

TABLE 8
The FAR of each spoofing device.

Device # 1 4 6 8 9 10
FAR (%) 0.92 0.87 0.17 0.04 0.17 0.86
Device # 11 12 13 14 Others All
FAR (%) 3.33 3.53 1.16 0.94 0 0.66

model based on the audios from a given direction and per-
form liveness detection on audios from other directions. It
is observed from TABLE 7 that in all scenarios, LIVEARRAY
achieves an accuracy above 98.63%, which means LIVEAR-
RAY is robust to the change of direction.
Impact of user movement. Similar to the above evaluation,
we recruit 10 participants to speak while walking. Then,
the participant walks while holding a spoofing device (i.e.,
Amazon Echo) and plays spoofing audio. We collect 1,999
authentic and 1,799 spoofing samples, and the classifier
is the same as that in Section 5.2. The detection accuracy
and F1-score are 99.26% and 99.50%, respectively, which
demonstrates that LIVEARRAY and the array fingerprint are
robust even with the user’s movement.
Impact of Spoofing Devices. It is well known that dif-
ferent devices have different frequency-amplitude response
properties and thus may have different attacker power. To
evaluate LIVEARRAY’s performance in thwarting different
spoofing devices, we conduct an experiment based on the
MALD dataset containing 14 spoofing devices as listed in
TABLE 1. The experiment follows the configuration de-
scribed in Section 5.2.1.

TABLE 8 illustrates the liveness detection result of
LIVEARRAY on each device in this case. It is observed that
among 14 devices, the overall FAR is 0.66% (i.e., 149 out
of 20,290 spoofing samples are wrongly accepted). Besides,
LIVEARRAY achieves overall 100% detection accuracy on
4 devices (i.e., devices #2, #3, #5, #7). Even in the worst
case (i.e., device #12 Megaboom), the FAR is only 3.53%. In
summary, LIVEARRAY is robust to various spoofing devices.
Impact of training dataset size. To reduce the user’s reg-
istration burden, we explore the impact of training data
size on the performance of LIVEARRAY. For our collected
MALD dataset, we set the training dataset proportion as
10%, 20%, 30%, and 50% respectively. The results are shown
in TABLE 9. It is observed that the detection performance
increases from 89.89% to 99.16% when involving more
training samples. Note that, even if we only choose 10%
samples for training, LIVEARRAY still achieves the accuracy
of 97.21% and F1-score of 95.44%.
Impact of voice command length. It is important to investi-
gate how the length of different voice commands affects the
performance of LIVEARRAY. Recognizing that various users
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TABLE 9
Performance under various training dataset size.

Training proportion 10% 20% 30% 50%
Accuracy (%) 97.21 97.16 97.25 99.16
F1-score (%) 95.44 95.55 95.72 98.66

FAR (%) 1.07 3.25 3.42 0.66
FRR (%) 6.58 1.95 1.26 1.22
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Fig. 10. The impact of the number of words.

may have different speech speeds, instead of evaluating the
duration of the voice, we focus on the number of words
within the voice command. In our collected dataset, the
number of words ranges from 2 to 8. The observation from
Fig. 10 reveals that for each word length, the detection accu-
racy is consistently above 98.7%. Moreover, there is no no-
ticeable statistical difference in performance across different
command lengths. Consequently, these results demonstrate
that LIVEARRAY remains robust to variations in the length
of voice commands.

6 DISCUSSIONS AND LIMITATIONS

6.1 Performance under Incomplete Training Procedure

Similar to previous works [22], [24], [48], in Section 5.2,
LIVEARRAY requires the user to participate in the enroll-
ment procedures (i.e., providing both authentic and spoof-
ing voice samples). Considering that fully participating in
enrollment is not always feasible, we explore the robustness
of LIVEARRAY in handling the case where users who did
not participate in the complete enrollment procedures.

In this case, we add an experiment to evaluate the
performance of LIVEARRAY on participants that did not
participate in the enrollment (i.e., unseen users). In the ex-
periment, for each user in the MALD dataset, we train the
classifier using the other 19 users’ legitimate and spoofing
voice samples and regard the user’s samples as the testing
dataset. Note that all training procedures are done in the
FL scenario. The detection results of each user and client
are shown in Fig. 11. We also show the results described
in Section 5.2 when users participate in the enrollment as a
comparison.

From Fig. 11, it is observed that the overall detection
accuracy decreases from 99.16% to 90.63%. In the worst
case (i.e., client #3), the detection accuracy decreases from
98.58% to 85.00%. The results demonstrate that ability of
LIVEARRAY to address unseen users varies with different
users. However, for 12 users, LIVEARRAY can still achieve
an F1-score higher than 90%.

The performance degradation when addressing unseen
users remains an open problem in the area of liveness
detection [19], [21], [22], [48]. To partially mitigate this
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Fig. 11. Detection accuracy when incomplete training procedure.

TABLE 10
Different user selection when setting 5 clients.

Scenario User Selection

S1

C1 = {1, 2, 3, 4}, C2 = {5, 6, 7, 8},
C3 = {9, 10, 11, 12}, C4 = {13, 14, 15, 16},

C5 = {17, 18, 19, 20}.

S2

C1 = {1, 6, 11, 16}, C2 = {2, 7, 12, 17},
C3 = {3, 8, 13, 18}, C4 = {4, 9, 14, 19},

C5 = {5, 10, 15, 20}.

S3

C1 = {12, 2, 18, 10}, C2 = {14, 8, 5, 9},
C3 = {13, 1, 7, 17}, C4 = {6, 16, 19, 20},

C5 = {15, 11, 4, 3}.

S4

C1 = {1, 4, 12, 5}, C2 = {9, 19, 20, 14},
C3 = {16, 13, 8, 10}, C4 = {7, 17, 3, 18},

C5 = {2, 11, 6, 15}.

S5

C1 = {10, 2, 16, 13}, C2 = {19, 14, 9, 11},
C3 = {7, 12, 17, 18}, C4 = {5, 8, 15, 4},

C5 = {6, 1, 20, 3}.

issue, a practical solution is requiring the unseen users to
provide a small number of voice samples to enhance the
classifier. As shown in Section 5.3, even setting the training
dataset proportion as 10%, it is easy to achieve an acceptable
detection performance.

6.2 Performance of LIVEARRAY when Changing Client
Settings in Federated Learning

Note that all evaluation results in Section 5 are based on the
client settings described in TABLE 3. However, it is crucial
to examine the performance of LIVEARRAY when the user
distributions of clients are changed in federated learning
scenarios.

6.2.1 Different User Selection when the Number of Clients
is Fixed

In this section, we explore the scenario where the number
of clients in the federated learning setup remains fixed.
Specifically, we set the client number to 5 and randomly
assign four users to each client. Five different scenarios are
considered, and the details of each scenario are presented
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Fig. 12. Performance of LIVEARRAY under different user selections when
setting 5 clients.

TABLE 11
User selection when changing client numbers.

Number of
Clients User Selection

2 C1 = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10},
C2 = {11, 12, 13, 14, 15, 16, 17, 18, 19, 20}.

3 C1 = {1, 2, 3, 4, 5, 6}, C2 = {7, 8, 9, 10, 11, 12},
C3 = {13, 14, 15, 16, 17, 18, 19, 20}.

4 C1 = {1, 2, 3, 4, 5}, C2 = {6, 7, 8, 9, 10},
C3 = {11, 12, 13, 14, 15}, C4 = {16, 17, 18, 19, 20}.

10
C1 = {1, 2}, C2 = {3, 4}, C3 = {5, 6}, C4 = {7, 8},

C5 = {9, 10}, C6 = {11, 12}, C7 = {13, 14},
C8 = {15, 16}, C9 = {17, 18}, C10 = {19, 20}.

20 Each user is an individual client.

in TABLE 10. For each scenario, we follow the method de-
scribed in Section 5.2.1 to generate the classifier and conduct
the liveness detection. The detection accuracy, F1-score, false
acceptance rate (FAR), and false rejection rate (FRR) of each
scenario are depicted in Fig. 12. It can be observed that
among all five scenarios, the accuracy ranges from 96.70%
to 98.00%, and the F1-score varies from 94.90% to 96.87%.
These results indicate that regardless of the distribution of
users across clients, the performance of LIVEARRAY remains
relatively stable and effective.

6.2.2 Performance when Changing the Number of Clients
We further evaluate the impact of the number of clients
in the federated learning scenario on LIVEARRAY’s per-
formance. We set the number of clients as 2, 3, 4, 10,
and 20, respectively, as shown in TABLE 11. Following
the evaluation procedure described in Section 5.2.1, the
detection results are presented in Fig. 13. It is observed
that as the number of clients increases, the detection abil-
ity of LiveArray undergoes a significant degradation. For
instance, when the client numbers increase from 2 to 20, the
detection accuracy decreases from 99.10% to 90.71%, while
the F1-score decreases from 98.56% to 86.40%. The reason
behind this observation is that data from different clients
possess unique properties (e.g., spoofing device type, gen-
der, user’s voiceprint), and increasing the number of clients
makes LIVEARRAY’s performance less optimal compared to
the centralized training style. However, in most cases, the
performance of LIVEARRAY is still acceptable (e.g., detection
accuracy is higher than 95% when there are 10 clients).

6.3 Defending against Modulated Replay Attacks

In this subsection, we study the performance of LIVEARRAY
under the emerging modulated attack [8]. By modulating
the spectrum of replayed audio, the modulated attack [8]
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Fig. 13. Performance of LIVEARRAY when changing the number of
clients.
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Fig. 14. Audio generation during modulated attacks.

identifies an essential threat to existing liveness detection
schemes. To achieve this goal, in the attack model, the ad-
versary first needs to use a microphone of the target device
to collect the target user’s authentic voice samples. 8 Then,
the adversary physically approaches the spoofing device to
measure its frequency amplitude curve and the correspond-
ing inverse filter using the target microphone. Finally, by ap-
plying the inverse filter on the authentic audio and playback
it via the spoofing device, for the target microphone, the
spectrum of the collected modulated audio is similar to the
collected authentic audio as shown in Fig. 15(a). However,
since the array-based liveness fingerprint characterizes the
difference between the audios collected by multiple micro-
phones, it is feasible for LIVEARRAY to thwart modulated
attacks.

6.3.1 Analysis of Modulated Replay Attacks
For the sake of simplicity, we utilize the theoretical model
described in Section 2.2 to analyze the modulated attack.
Inspired by Figs. 1(c) and 1(d), the voice command gen-
eration and propagation in the modulated attack scenario
can be described as Fig. 14. As illustrated in Fig. 14(a),
for the authentic scenario, the audio collected by the k-th
microphone Mk is:

yuser,Mk
= x · huser,Mk

· hair,Mk
, (10)

where huser,Mk
and hair,Mk

are signal gains during voice
generation in the user’s mouth and propagation in the air
channel, respectively.

As illustrated in Fig. 14(b), in the classical replay attack,
the attacker spoofs the voice assistance by playing the
authentic audio collected from the microphone, which is
equipped with the target victim’s voice interface. Note that
the modulated attack is designed for the mono microphone
scenario, and we choose Mt as the target victim microphone.

8. The attack assumption of the modulated attack [8] only considers
the voice interface with only one microphone.
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(b) Array fingerprints of authentic, replay, and modulated audios.

Fig. 15. Spectrums and array fingerprints of audio signals.

We regard the audio collected by Mk as yreplay,Mk
, which

can be described as:

yreplay,Mk
= yuser,Mt

· hdev,Mk
· hair,Mk

, (11)

where hdev,Mk
and hair,Mk

are signal gains during voice
generation in the user’s mouth and propagation in the air
channel, respectively.

When conducting modulated attacks, x(f, t) will be pro-
cessed through the filter hinv before modulating it via the
electrical spoofing device. According to the details described
in [8], the hinv is set as 1

hdev,Mt ·hair,Mt
. Thus, the audios

collected by Mk and the target microphone Mt are:

ymodulated,Mt
= yuser,Mt

· hinv · hdev,Mt
· hair,Mt

= yuser,Mt ·
hdev,Mt

· hair,Mt

hdev,Mt
· hair,Mt

= yuser,Mt .

(12)

ymodulated,Mk
= yuser,Mt · hinv · hdev,Mk

· hair,Mk

= yuser,Mt
· hdev,Mk

· hair,Mk

hdev,Mt
· hair,Mt

.
(13)

From the equations 10, 11, and 12, it is observed that
after exploiting inverse filter the audio signal ymodulated,Mt

collected by Mt has the same spectrum with yuser,Mt .
However, since the inverse filter does not consider the
channel gains between other audio transmission paths, the
audios collected by other microphones are quite different.
From equation 13, if hdev,Mk

̸= hdev,Mt , the ymodulated,MK

will still contain the information (i.e., hdev,Mk
and hdev,Mt )

related the electrical spoofing device. Therefore, it is still
feasible for LIVEARRAY to extract the information related to
the audio’s identity to thwart the modulated attack.

6.3.2 Performance on Thwarting Modulated Attacks

We conduct a case study to demonstrate the robustness of
the array fingerprint. We select an Amazon Echo and a ReS-
peaker microphone array as the spoofing and target device,
respectively, and follow the steps in [8] to re-implement
modulated attack. We recruit a volunteer to provide an
authentic voice command and then collect its corresponding
classic replay and modulated audios generated by the Echo
device.
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Fig. 16. The amplitude responses of different spoofing devices and their
corresponding inverse filters.

Fig. 15 shows spectrums and array fingerprints of au-
thentic audio and its corresponding replay and modulated
samples. It is observed from Fig. 15(a) that, for a given
channel, the spectrum of modulated audio (i.e., FFT Am-
plitude of the first channel audio V1) is similar to that in the
authentic audio, which means it can bypass many existing
liveness detection schemes. However, since the human vocal
organs and spoofing devices cannot be regarded as a point
sound source, the sounds received in multiple microphones
show obvious differences. And the difference between mul-
tiple channel audios (i.e., six channels in this experiment)
characterized by array fingerprints still retains the audio’s
identity. As shown in Fig. 15(b), the array fingerprint of the
modulated sample is still similar to that of classic replay
audio, which shows it is feasible for LIVEARRAY to thwart
the modulated attack.

Then, we evaluate the effectiveness of LIVEARRAY in
thwarting the modulated attack. When re-implementing the
modulated attack and calculating the detection accuracy
of LIVEARRAY, we choose three spoofing devices #3, #13,
and #14 (i.e., iPad 9, Mi phone 9, and Amazon Echo Plus)
as spoofing devices and Respeaker microphone array as
the target device. To calculate the inverse filter for each
device, we follow the steps described in the modulated
attacks [8]. The frequency responses and their inverse filters
of three spoofing devices are shown in Fig. 16. We recruit
10 participants to provide authentic samples and follow
the steps described in [8] to generate 1,990, 1,791, and
1,994 modulated attack samples for Echo, iPad, and Mi
respectively.

When employing the classifier in Section 5.2, the accu-
racy of LIVEARRAY on detecting the modulated samples
among Echo, iPad, and Mi are 100%, 92.74%, and 97.29%
respectively. In summary, LIVEARRAY can successfully de-
fend against the modulated attack, but the performance
varies with different spoofing devices. Considering combin-
ing LIVEARRAY with the dual-domain detection proposed
in [8] can further improve the security of smart speakers.

6.4 Other Issues
We discuss some minor issues and limitations of LIVEAR-
RAY in this subsection.
The user’s burden on the enrollment. We can incorporate
the enrollment into daily use to reduce the user’s time
overhead on training LIVEARRAY. Firstly, the evaluation
results from Section 5.3 show that LIVEARRAY is robust
to the change of user’s position, direction, and movement.
That means the user can participate in the enrollment any-
time. Then, to achieve this goal, we divide LIVEARRAY into
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TABLE 12
Time overhead of LIVEARRAY and existing works.

Liveness detectionScheme Extraction Testing Training

Mono feature 0.035 s 0.035 s <1 min
Two-channel 0.054 s 0.036 s <1 min
ArrayID (6-channel) [54] 0.61 s 0.12 s
ArrayID (8-channel) 0.76 s 0.38 s <8 min

LIVEARRAY (6-channel) 0.59 s 0.039 s
LIVEARRAY (8-channel) 0.73 s 0.061 s <3 h 10 min

working and idle phases. In the working phase, when a
user generates a voice command, LIVEARRAY collects the
audio and saves the extracted features. During the idle
phase, LIVEARRAY can automatically update the classi-
fier based on these newly generated features. These steps
can be done automatically without human involvement,
which means LIVEARRAY can continuously improve its
performance along with daily use. However, we admit that
allowing the automatically continuous retraining process
may involve other potential risks. For instance, attackers
can launch poisoning attacks to reduce the performance of
speech recognition and speaker verification [51], [52], [53].
Time overhead compared with existing works. The time
costs of different liveness detection schemes are listed in
Table 12. It is observed that, compared to existing works
(e.g., mono-channel-based feature [22], dual-channel-based
feature [24]), the time overhead of feature extraction and
testing in LIVEARRAY is noticeably larger. Since LIVEARRAY
is designed for multi-channel audios, it naturally spends
more time analyzing spectrograms from multiple channels.
Additionally, as LIVEARRAY utilizes a neural network as a
classifier rather than simple classifier models (e.g., SVM in
Void and GMM in CaField), the testing time cost is higher
compared to existing works. However, the overall liveness
detection time cost is acceptable.

Furthermore, the time overhead for model training in
LIVEARRAY is significantly larger than in existing solutions.
The reason is that using the federated learning style in-
creases the training iterations and incurs communication
overhead between the server and different clients. We ac-
knowledge that this is a major issue caused by employing
FL to achieve privacy preservation. However, the training
procedure can be automated without human involvement,
which means LIVEARRAY does not impose any extra burden
on the user.
Deploying LIVEARRAY in lightweight smart speakers.
Since most commercial smart speakers do not provide a user
interface for obtaining raw audio and installing malware
due to intellectual property concerns, in this study, we
utilize the ReSpeaker device to collect audio and utilize
the desktop to process the data. However, to simulate the
hardware conditions of lightweight smart speakers, in our
experiments, we restrict the RAM usage of the desktop
to 750 MB, which is less than that of current commercial
smart speakers (e.g., the RAM size of ReSpeaker and Apple
HomePod is both larger than 1 GB). Therefore, it is feasible
to deploy LIVEARRAY on commercial smart speakers.
Impact of participants’ genders. To assess whether the per-
formance of LIVEARRAY varies under different user genders
(i.e., female and male), we examined the detection results

TABLE 13
Detection accuracy under different genders.

Scenario S1 S2 S3 S4 S5

Female 97.73% 98.56% 99.55% 98.69% 98.76%
Male 96.56% 96.96% 97.79% 97.84% 96.87%
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Fig. 17. Performance under Noisy Environments.

among different genders. It is important to note that, to
overcome the bias of client selection during the federated
learning process, we considered five scenarios as described
in TABLE 10. The evaluation results are shown in TABLE
13. It is observed that among all scenarios, the detection
accuracy of female participants is higher than that of male
participants. However, both of these accuracy values are
high and stable enough. Thus, we can conclude that the
performance of LIVEARRAY is stable and robust to the
participants’ gender.
Impact of noise and other speakers. During the user’s
enrollment, we assume that the environment is silent and
no other users are talking. As LIVEARRAY is a passive
liveness detection system that solely relies on audio input,
the presence of strong noise or other speakers’ voices in the
collected audios will inevitably degrade its performance. As
depicted in Fig. 17, when the noise level increases from 45
dB to 65 dB, the accuracy decreases from 98.8% to 86.3%.
Therefore, the existence of noise and other users talking can
lengthen the enrollment time. Thankfully, as LIVEARRAY is
designed for smart home or office environments, requesting
users to maintain a silent environment during enrollment is
a reasonable assumption. We consider this issue as part of
our future work.
Temporal stability of array fingerprint. To evaluate the
timeliness of LIVEARRAY, we recruit a participant to provide
100 authentic voice commands and launch voice spoofing
every 24 hours. When using the classification model de-
scribed in Section 5.2 and the audio dataset collected 24
hours and 48 hours later, LIVEARRAY still achieves over 98%
accuracy. We admit that the generated feature may be vari-
ant when the participant changes her/his speaking manner
or suffers mood swings. As mentioned in Section 6.4, a
feasible solution to address this issue is incorporating the
enrollment into the user’s daily use to ensure the freshness
of the classification model of LIVEARRAY.

7 CONCLUSION

In this study, we propose a novel liveness detection system
LIVEARRAY for thwarting voice spoofing attacks without
any extra devices. We theoretically analyze existing popular
passive liveness detection schemes and propose a robust
liveness feature array fingerprint. This novel feature both
enhances effectiveness and broadens the application scenar-
ios of passive liveness detection. LIVEARRAY is tested on
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both our MALD dataset and another public dataset, and the
experimental results demonstrate LIVEARRAY is superior
to existing passive liveness detection schemes. Besides, we
evaluate multiple factors and demonstrate the robustness of
LIVEARRAY.
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